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Introduction
● State-of-the-art contrastive methods

○ reducing the distance between positive pairs
○ increasing the distance between negative pairs

● Careful treatment of negative pairs

○ Large batch size : SimCLR(20.02) / Googlebrain
○ Memory bank : MoCo(19.11), MoCo v2(20.03) / FAIR
○ Customized mining strategies



Introduction



Contributions
● Achieves higher performance than state-of-the-art contrastive methods without 

using negative pairs.

● More robust to the choice of image augmentations than contrastive methods.

● Uses two neural networks, referred to as online and target networks, that interact 
and learn from each other.

● Trains its online network to predict the target networkʼs representation of another 
augmented view of the same image.



Related work
● Most unsupervised methods for representation learning:

○ Generative : 

build a distribution over data and latent embedding and use the learned embeddings as image 
representations.

Operate directly in pixel space. 

→ computationally expensive
→ high level of detail required for image generation may not be necessary for representation 
learning.



Related work
● Most unsupervised methods for representation learning:

○ Discriminative :

→ Contrastive approaches avoid a costly generation step in pixel space.

→ Deep Cluster uses bootstrapping on previous versions of its representation to produce targets for 
the next representation

→ Relative patch prediction, Colorizing gray-scale image, image inpainting, ...



Related work - Discriminative



Method
● Many approaches cast the prediction problem directly in representation space: 

augmented views.

● Predicting directly in representation space can lead to collapsed representation:
for instance, a representation that is constant across view is always fully 
predictive of it self.

● Discriminative approach typically requires comparing each representation of an 
augmented view with many negative examples.



Method
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Method Momentum update Loss function



Method Momentum update Loss function



Method (detail)
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Details



Pseudo Code



Experiments - Linear Evaluation



Experiments - Semi-supervised



Experiments - Transfer, Classification



Experiments - Transfer, Others



Experiments - Batch, Transformation



Experiments - Hyperparameters



Appendix. InfoNCE

● NCE : Noise-contrastive estimation: A new estimation principle for unnormalized statistical models (jmlr 2010)
● Learning word embeddings efficiently with noise-contrastive estimation (NIPS 2013)



Experiments - Normalization
generallyintelligent.ai/blog

https://generallyintelligent.ai/blog/2020-08-24-understanding-self-supervised-contrastive-learning/


SimSiam: 
Exploring Simple Siamese Representation Learning

https://arxiv.org/pdf/2011.10566.pdf

https://arxiv.org/pdf/2011.10566.pdf


Idea

General idea behind this paper is to prove that all contrastive learning method are result of 
siamese network in one way or other and all other techniques used in MoCo, BYOL, SimCLR 
or SwAV are just design choices. 

SimSam just uses stop gradient in order to train a good enough contrastive model with far 
less batch size.



Focus of paper
This paper focuses on employing simple Siamese networks to learn meaningful 
representation even in the absence of 

1) negative sample pairs (SimCLR)

2) large batches

3) momentum encoders

They show collapsing solutions do exist for the loss and structure, but a stop-gradient 
operation plays an essential role in preventing collapsing.



Dissimilarities with other CL methods
SimSam can be thought of as 

1) BYOL without the momentum encoder

2) SimCLR without negative pairs

3) SwAV without online clustering





Finding
stop-gradient operation is critical. 

This finding can be obscured with the usage of a momentum encoder, which is always 
accompanied with stop-gradient (as it is not updated by its parametersʼ gradients). 

While the moving-average behavior may improve accuracy with an appropriate 
momentum coefficient, our experiments show that it is not directly related to 
preventing collapsing.



Architecture



The encoder on x2 receives no gradient from z2 in the first term, but it receives gradients 

from p2 in the second term (and vice versa for x1).

x1 is firstly fed to trainable encoder and then x2 is fed to it in one training step.

They also show doing the training way boosts the accuracy. They also trying using 
asymmetric loss by sampling two pairs for each image in the asymmetric version (“2×”). 
It makes the gap smaller.



Training with and without stop gradient
Without stop-gradient, the optimizer quickly finds a degenerated solution and reaches 
the minimum possible loss of−1.



Clustering way of looking at SimSam
F is a network parameterized by θ. T is the augmentation. x is an image. The expectation 
E[·] is over the distribution of images and augmentations. 

ηx is the representation of the image x, η is not necessarily the output of a 
network; it is the argument of an optimization problem



The variable θ is analogous to the clustering centers: it is the learnable parameters of an 
encoder. The variable ηx is analogous to the assignment vector of the sample x (a 
one-hot vector in k- means): it is the representation of x. 

they alternate between these sub-problems:

Solving for θ. use SGD to solve the sub-problem, ηt−1 which is a constant in this 
subproblem.



Solving for η. The sub-problem can be solved independently for each ηx. 

Alteration: 



Results


